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Abstract

Portfolio selection and risk management are very actively studied topics in
quantitative finance and applied statistics. They are closely related to the de-
pendency structure of portfolio assets or risk factors. The correlation structure
across assets and opposite tail movements are essential to the asset allocation
problem, since they determine the level of risk in a position. Correlation alone
is not informative on the distributional details of the assets. By introducing
TEDAS -Tail Event Driven ASset allocation, one studies the dependence be-
tween assets at different quantiles. In a hedging exercise, TEDAS uses adaptive
Lasso based quantile regression in order to determine an active set of nega-
tive non-zero coefficients. Based on these active risk factors, an adjustment for
intertemporal correlation is made. Finally, the asset allocation weights are de-
termined via a Cornish-Fisher Value-at-Risk optimization. TEDAS is studied in
simulation and a practical utility-based example using hedge fund indices.
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1 Introduction

1 Introduction

Portfolio selection and risk management are important concepts in quantitative fi-
nance and applied statistics. Their applications deal with the estimation of correlation
structure of portfolio assets or risk factors. The correlation structure, or, more gen-
erally, the dependence across assets is a main component of the portfolio allocation
problem since it determines the level of risk in the investment position. However, the
correlation is not informative on the distributional details of the portfolio. It does not
specify the dependence between assets at different quantiles, but refers to relations
with respect to their mean values, which may be weak, while relations or even depen-
dence in tails or, more broadly, quantiles or expectiles, may be significant. Indeed,
assets that have negative correlation when the markets are stable, may exhibit posi-
tive correlation during volatile periods. Modelling tail dependence is therefore a more
informative and flexible approach to hedging and portfolio allocation.

The question of asset choice is crucial, since securities exhibiting low or even nega-
tive correlation, are more preferable, as they tend to decrease the overall portfolio risk.
In earlier, such as Lintner (1983) and more recent literature, as Cvitanić et al. (2003),
Favre and Galeano (2002), Giamouridis and Vrontos (2007), Lhabitant and Learned
(2002), McFall Lamm (1999), McFall Lamm (2003) and in many other sources, the use
of hedge funds as portfolio assets along with conventional securities such as stocks or
bonds has been advocated because they provide superior risk-adjusted returns over the
conventional assets ("beta benefit" and "alpha benefit") due to their dynamic nature,
non-equity related strategies and other features.

Given the hedge fund alternative, the question arises how to effectively select from
thousands of hedge funds. Statistically speaking, the number of covariates p is larger
than the number of observations n, which may lead to estimation problems, such as, for
instance, multicollinearity. The choice of the allocation procedure is also crucial, since
it is necessary to account for the distributional properties of the portfolio and calculate
the risk of the position accordingly. It has become an established fact that most hedge
fund strategies exhibit asymmetric return patterns characterized by negative skew and
excess kurtosis due to using leverage and financial derivatives. Therefore a successful
portfolio allocation and risk measurement procedure should be able to match higher
moments of the portfolio distribution such as skewness and kurtosis.

Another important point is the modelling of time-varying variance-covariance struc-
ture of the portfolio. It is a well-established fact that financial time series exhibit
volatility clustering, when large changes tend to follow large changes and vice versa.
The so-called "leverage effect" refers to the relationship between asset returns and both
implied and realized volatility: volatility increases when the asset price falls. Corre-
lations also tend to be unstable and change in time. Therefore a suitable model is
necessary to address the issue of changing volatility and correlation structure while
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2 Portfolio Management and Hedge Funds

being computationally feasible.

To deal with the issues of portfolio allocation and risk measurement indicated
above, a framework is offered in this study which includes the estimation of quantile
dependence between assets in the case of high dimensionality with p > n, an alterna-
tive distribution-based asset allocation procedure and models time-varying variance-
covariance structure of assets applied to the universe of hedge funds. The Adaptive
L1 (LASSO - Least Absolute Shrinkage and Selection Operator) penalized quantile
regression is used to simultaneously pursue variable selection and measure causal re-
lations between variables at tail quantiles. Hedge funds are shown to exhibit superior
performance as hedging assets for such tail events. For the asset universe with reduced
dimension, a portfolio allocation procedure is implemented using the Value-at-Risk
(VaR) as a portfolio risk measure which is minimized to obtain optimal asset weights.
The VaR is adjusted via the Cornish-Fisher quantile expansion which allows to op-
timize over higher moments of the portfolio return distribution, so that the effect of
"fat tails" is captured. Time-varying volatility and correlation structure of the portfo-
lio is modeled with multivariate general autoregressive conditional heteroscedasticity
(GARCH) such as the Dynamic Conditional Correlation (DCC) and the orthogonal
GARCH models to obtain a further improvement of risk management process.

The present study is structured as follows. The first section motivates the use of
hedge funds indices as a proxy for hedge funds and introduces the portfolio risk mea-
sure based on the adjusted Cornish-Fisher portfolio Value-at-Risk and time-varying
variance-covariance structure. The second section outlines the non-positive Lasso se-
lection and shrinkage method and quantile regression as well as their joint implemen-
tation - the Adaptive Lasso quantile regression estimator. The third section provides a
Monte-Carlo simulation analysis and concludes with an empirical application designed
as a "Tail Event Driven ASset allocation (TEDAS) strategy" with a discussion of its
risk-return and utility characteristics in comparison to alternative strategies.

2 Portfolio Management and Hedge Funds

2.1 Asset Allocation Problem

Many portfolio managers rely on the Markowitz (mean-variance or risk-return) rule
which combines assets into an "efficient" portfolio offering risk-adjusted target returns.
Risk-return optimization is based on four inputs: the weights of total funds invested
in each security wi, i = 1, . . . , d, the expected returns µ approximated as averages
r, volatilities (standard deviations) σi associated with each security and covariances
σij, j = 1, . . . , d; i 6= j between returns. Portfolio weights wi are obtained from the
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2 Portfolio Management and Hedge Funds

quadratic optimization problem, see Brandimarte (2006), p. 74

minimize
w∈Rd

σ2
p(w) def= w>Σw

subject to w>µ = rT ,
d∑
i=1

wi = 1,

wi ≥ 0

(1)

where Σ ∈ Rd×d is the covariance matrix for d portfolio asset returns, rT is the "target"
return for the portfolio assigned by the investor. The Markowitz rule simultaneously
solves two problems: diversification and asset allocation. Diversification reduces spe-
cific risk; asset allocation allows to combine assets so that the portfolio risk can be
lowered while the expected returns are not necessarily reduced. The exact shape of
the curve of possible allocations depends on correlations between assets: the smaller
the correlation, the smaller the risk of the portfolio. Therefore one prefers to find
assets that offer an acceptable return while being less than perfectly correlated or even
negatively correlated.

The potential benefits of including managed funds into asset portfolios were ob-
served several decades ago. Lintner (1983) stated that "the improvements from hold-
ing an efficiently-selected portfolio of managed accounts or funds are so large that the
return-risk tradeoffs provided by augmented portfolios clearly dominate the tradeoffs
available from a portfolio of stocks alone or from portfolios of stocks and bonds". Re-
cent results show that these findings are quite robust: Table 1 shows correlation results
obtained for the conventional assets and hedge funds’ indices in the period from 2000
to 2012 (monthly data). The source for the hedge funds indices returns’ data is the
Eurekahedge provider. The data on MSCI Country and Regional Indices are taken
from Morgan Stanley Capital Index (MSCI).

The correlations between traditional equity markets are large and positive which
diminishes the possible diversification benefits and confirms the world equity markets’
trend towards greater global integration. The situation with hedge funds’ indices is
different. An important reason is that hedge funds are dynamically rebalanced portfo-
lios unlike static assets such as stocks or bonds. Another reason is that most strategies
trade essentially in non-equity-related spreads. Because of the strategies’ diversity,
hedge fund returns generally display moderate to low correlation with traditional eq-
uity and bond indices. In addition, hedge fund strategies have low correlations with
each other which makes the idea of diversifying among loosely correlated funds natu-
ral. Consequently, many funds’ strategies offer good opportunities for diversification.
Table 1 shows that there might be good opportunities for diversification coming from
CTA/Managed Futures, Global Macro, Asia Macro and Distressed Debt strategies.
Fixed Income strategies show a high level of correlation with stock indices, which can
be explained by a systemic rise in cross-asset correlation due to crisis events in the
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2 Portfolio Management and Hedge Funds

global economy in recent years.

Table 1: Correlation statistics for MSCI and hedge funds’ indices returns

Hedge Fund Indices
MSCI Indices

WRD EUR US UK FR SW GER JAP PAC
Asia CTA −0.01 0.02 −0.02 −0.06 0.01 −0.09 0.04 −0.03 0.02
Asia Distressed Debt 0.30 0.30 0.24 0.31 0.31 0.26 0.27 0.26 0.34
Asia Macro −0.01 −0.01 −0.04 0.01 −0.02 0.07 −0.03 0.06 0.06
Global CTA FoF 0.02 0.08 −0.08 0.09 0.10 0.09 0.07 0.06 0.10
Global Event Driven FoF 0.65 0.59 0.58 0.66 0.59 0.50 0.57 0.47 0.67
Global Macro FoF 0.19 0.22 0.07 0.24 0.22 0.18 0.20 0.23 0.31
CTA/Managed Futures −0.04 0.02 −0.13 0.03 0.03 0.07 −0.01 0.04 0.05
Event Driven 0.82 0.75 0.75 0.78 0.75 0.64 0.75 0.62 0.83
Fixed Income 0.70 0.65 0.63 0.70 0.65 0.56 0.62 0.51 0.78
Long Short Equities 0.82 0.78 0.74 0.76 0.77 0.64 0.77 0.64 0.82
Asia inc Japan Distr. Debt 0.30 0.30 0.24 0.31 0.31 0.26 0.27 0.26 0.34
Asia inc Japan Macro 0.34 0.33 0.31 0.27 0.33 0.24 0.35 0.31 0.40
Calculations based on monthly data Jan. 2000 - Jul. 2012
WRD - World, EUR - Eurozone, FR - France, SW - Switzerland, PAC - Pacific ex. Japan
FoF means "fund of funds"

It has become an established fact that various hedge fund strategies exhibit asym-
metric return patterns characterized by negative skew and excess kurtosis. For in-
stance, as is noted by McFall Lamm (2003), the data for EAI, HFR and CSFB’s
Tremont hedge fund indices demonstrate a significant departure from normality. The
results of Lhabitant and Learned (2002) show that skewness variations are not uniform
across styles. Skewness and kurtosis phenomena for hedge funds portfolios may occur,
inter alia, due to the following reasons, as noted by Lhabitant (2002):

• hedge fund strategies are often based on financial derivatives, and use other dy-
namic strategies whose returns are not normally distributed and exhibit skewness;

• hedge funds tend to use leverage to magnify returns, which results in frequent
price jumps and leptokurtic returns’ distributions.

Especially returns for distressed debt, fixed income, and merger arbitrage strategies
have asymmetric distributions and exhibit significant non-Gaussian behaviour. The
study of recent data on hedge funds and conventional assets’ indices returns and risk
statistics generally confirms these findings, as shown in Table 2. The estimation results
also demonstrate that hedge funds on the whole yield risk-adjusted returns superior to
those of stock indices.

5



2 Portfolio Management and Hedge Funds

Table 2: Returns and risk characteristics for hedge fund and MSCI indices
Hedge Fund/ Return and Risk Measures

MSCI Index Aver. Stand. Skew Kurt. Sharpe Value-
Ret. Dev. Ratio -at-Risk

Asia CTA 0.12 0.24 3.37 11.97 0.37 0.25
Asia Distressed Debt 0.12 0.06 0.82 1.65 1.58 −0.02
Asia Macro 0.10 0.22 −2.66 8.63 0.34 0.22
Global CTA FoF 0.06 0.08 −0.81 0.22 0.42 0.07
Global Distr. Debt FoF 0.04 0.05 −2.30 6.30 0.28 0.04
Global Event Driven FoF 0.05 0.05 −1.78 4.83 0.41 0.03
Global Macro FoF 0.06 0.05 0.04 0.74 0.73 0.02
CTA/Managed Futures 0.11 0.08 −0.28 −0.27 1.13 0.01
Event Driven 0.10 0.07 −0.57 2.02 1.01 0.02
Fixed Income 0.08 0.04 1.21 4.34 1.38 −0.02
Long Short Equities 0.09 0.08 −0.67 1.64 0.75 0.04
Asia inc Japan Distr. Debt 0.12 0.06 0.82 1.65 1.58 −0.02
Asia inc Japan Macro 0.11 0.22 2.04 4.18 0.38 0.22
MSCI World −0.01 0.17 −0.37 −0.96 −0.22 0.25
MSCI Eurozone −0.04 0.24 −0.46 −0.41 −0.26 0.35
MSCI US −0.01 0.16 −0.48 −0.90 −0.22 0.24
MSCI UK −0.02 0.18 −0.09 −0.95 −0.24 0.27
MSCI France −0.02 0.23 −0.34 −0.42 −0.22 0.33
MSCI Switzerland 0.03 0.17 −0.60 −0.07 0.00 0.23
MSCI Germany −0.01 0.27 −0.68 0.09 −0.16 0.37
MSCI Japan −0.04 0.18 0.00 −0.84 −0.40 0.29
MSCI Pacific ex. Japan 0.04 0.22 −0.36 −0.83 0.07 0.28
Data sources are Eurekahedge and MSCI; based on monthly data Jan. 2000 - Jul. 2012
all measures are annualized except for VaR (calculated monthly)
VaR calculated at 0.05% confidence level via log-normal approximation (see Dowd (2005))

2.1.1 Efficient Frontier Analysis

Given the potential diversification benefits of hedge funds, one must determine an
allocation policy. Some investors adopt a pragmatic attitude and recommend allocating
an arbitrarily pre-specified percentage of portfolios to hedge funds, for instance, 1%, 2%
or 5%. Such an approach is quite common among practitioners. However, the findings
of Lhabitant and Learned (2002) confirm that smart diversification outperforms naive
one in terms of risk reduction.

In the study of Cvitanić et al. (2003), a utility-based model is proposed in which a
non-myopic investor with incomplete information allocates wealth between a risk-free
security, a passive portfolio (conventional asset) and an actively managed (hedge fund)
portfolio based on the changes in the value of the expected alphas in the CAPM frame-
work. The results imply that hedge funds have a low beta with respect to traditional
stock and bond indexes while also having a so-called alpha benefit, that is, providing an
abnormal return adjusted by risk in the CAPM framework. In McFall Lamm (1999)
several reasons related to market inefficiency arguments are given to motivate superior
risk-adjusted returns for hedge funds. First, there is a lack of transparency in hedge
fund markets. Second, a high-return niche is created because a large pool of investable
funds is effectively barred from moving into the industry. Finally, hedge funds as se-
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2 Portfolio Management and Hedge Funds

curities are not as liquid as other financial products, using monthly or even quarterly
redemptions. Because of this, as noted by Lhabitant (2002), hedge funds capture a
long-term liquidity premium that increases their expected return.

The enhancement effect on the risk-return trade-off through allocating portfolio
shares to hedge funds can be demonstrated with the so-called efficient frontier. The
efficient frontier is constructed by solving the portfolio optimization problem (1) for
different target return constraints rT and then plotting them against the corresponding
portfolio variance w>Σw values. As a result, a set of optimal portfolios which offer the
highest possible expected return for a defined level of risk or the lowest risk for a given
level of expected return is obtained. Obviously, portfolios that lie below the efficient
frontier are sub-optimal: they do not provide enough return for the given level of risk.

As a demonstration that introducing hedge funds at the asset allocation level may
give large potential benefits in a risk-return sense, in Lhabitant (2002) three efficient
frontiers are compared, the first of which is constructed exclusively from portfolios of
equity indices without hedge funds, the second with an imposed 5% cap on the hedge
fund allocation and the third - without limits on hedge funds; it is found that the
last frontier dominates the other two. Portfolios made solely of stocks are sub-optimal
compared to those which include hedge funds.

The numerical results of generating efficient frontiers for portfolios including both
stocks and hedge funds (the resulting allocations and risk-return profiles) are illustrated
in Table 3. These results show that for the given risk and return range, between

Table 3: Efficient Frontier for the Portfolio of Hedge Funds and S&P 500 Stocks (%)
Asset Name

Portfolios on the Efficient Frontier
Pt.1 Pt.2 Pt.3 Pt.4 Pt.5 Pt.6 Pt.7 Pt.8 Pt.9 Pt.10 Pt.11 Pt.12 Pt.13

Portfolio Return 6.60 7.66 8.72 9.78 10.84 11.90 12.96 14.02 15.08 16.14 17.20 18.25 19.31
Portfolio Risk 2.61 2.64 2.76 3.00 3.43 4.27 6.08 8.93 12.15 15.53 18.99 22.50 26.02

Portfolio Allocation
Asia Arbitrage 2 2 0 0 0 0 0 0 0 0 0 0 0
Asia CTA 1 0 0 0 1 1 2 4 5 7 8 9 11
Asia Distressed Debt 7 11 17 23 31 44 48 50 50 45 40 35 28
Asia Macro 3 3 3 3 4 3 0 0 0 0 0 0 0
Global Macro FoF 16 2 0 0 0 0 0 0 0 0 0 0 0
Arbitrage 49 48 43 26 0 0 0 0 0 0 0 0 0
CTA/Managed Futures 1 6 9 14 19 22 16 8 1 0 0 0 0
Distressed Debt 0 0 0 0 0 2 4 0 0 0 0 0 0
Macro 5 14 14 7 0 0 0 0 0 0 0 0 0
Relative Value 0 0 3 17 36 10 0 0 0 0 0 0 0
Asia inc Japan Rel. Value 0 0 0 0 1 13 17 17 15 11 7 2 0
S&P Stocks (total weight) 16 14 11 8 8 7 13 21 29 37 45 53 62

38% and 93% of portfolio wealth is allocated to hedge funds. The fact that more
weight is allocated to conventional stocks as the level of risk increases, confirms that
hedge funds are in fact conservative securities. The findings about the hedge funds’
strategies which are selected most frequently, such as Asia CTA, Asia Distressed Debt
or Managed Futures, are consistent with the results obtained before in the correlation
study in Table 1.
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2 Portfolio Management and Hedge Funds

Thus hedge funds seem to be good candidates for diversification: they can substi-
tute for bonds and cash as a defensive vehicle when equity prices decline. But assessing
hedge funds’ returns based on return and volatility criteria only may be misleading
because of the potential underestimation of tail events due to skewness and kurtosis
effects. Therefore one incorporates asymmetric return distributions when constructing
hedge fund portfolios to minimize downside risk.

2.1.2 Alternative Portfolio Optimization Methods

Standard Markowitz rule is based on finding a tradeoff between risk and return
minimizing portfolio variance as a risk measure. Another popular risk measure, Value-
at-Risk (VaR), is based on tail properties of portfolio loss; it measures the maximum
portfolio loss given confidence level α. VaR is a quantile of the probability distribution
of future wealth, see Franke et al. (2011):

qα,t = F−1
t+1(α) def= inf{x;Ft+1(x) ≥ α}. (2)

where Ft+1 denotes the P&L distribution function.

A modification of VaR via the Cornish-Fisher (CF) expansion improves its precision
adjusting estimated quantiles for non-normality. As discussed by Favre and Galeano
(2002), VaR based only on volatility, underestimates portfolio risk. The CF expansion,
see Abramowitz and Stegun (1965), approximates the quantile, e.g., the VaR (2), of
an arbitrary random variable Y with mean µ, variance σ2 and cdf FY via a standard
normal variate zα def= Φ−1(α) and higher moments. Let yα be α-quantile FY (yα) = α,
then the CF approximation yields:

yα ' µ− σqα,

where

qα = zα + {γ1h1(zα)}
+ {γ2h2(zα) + γ2

1h11(zα)}
+ {γ3h3(zα) + γ1γ2h12(zα) + γ3

1h111(zα)}+ . . .

approximates qα in (2); γr−2 = κr/κ
r/2
2 , r = 3, 4, . . .; κr are rth cumulants of the

distribution of Y , h1(x) = 1
6He2(x), h2(x) = 1

24He3(x), h3(x) = 1
120He4(x), h11(x) =

− 1
36{2He3(x) +He1(x)}, h12(x) = − 1

24{He4(x) +He2(x)}, h111(x) = 1
324{12He4(x) +

19He2(x)} where Hen(x) are Hermite polynomials of order n. For the CF-VaR expan-
sion we consider cumulants up to the 4th order:

qα = zα + (z2
α − 1)S6 + (z3

α − 3zα)K24 − (2z3
α − 5zα)S

2

36 ,
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2 Portfolio Management and Hedge Funds

where S is the skewness and K is kurtosis.

To incorporate asymmetry explicitly into the allocation procedure, one calculates
the portfolio skewness and kurtosis making optimization over higher moments possible
and thereby refining risk assessment. The portfolio skewness SP and excess kurtosis
KP are given by moment expressions:

SP (w) = 1
σ3
P (w)(m3 − 3m2m1 + 2m3

1)

KP (w) = 1
σ4
P (w)(m4 − 4m3m1 + 6m2m

2
1 + 3m4

1)− 3,

where all four moments are functions of w ∈ Rd. Given portfolio weights w, the mean
m1 is m1 = µP (w) def= w>r and the variance is σ2

P (w) = w>Σ̂w. The non-central second
moment is m2 = σ2

P +m2
1 and the non-central third and fourth moments are calculated

from the random variable Y def= w>r, see Bhandari and Das (2009).

The CF-VaR expansion in the multivariate case takes the form (with w = wt):

qα(wt) = zα + (z2
α − 1)SP (wt)

6 + (z3
α − 3zα)KP (wt)

24 − (2z3
α − 5zα)SP (wt)2

36 ,

and the modified risk-return optimization problem (1) is solved:

minimize
wt∈Rd

Wt · {−qα(wt) · σP (wt)}

subject to w>t µ = rT , w
>
t 1 = 1, wt,i ≥ 0,

(3)

where Wt
def= W0 ·

∏t−1
j=1 w

>
t−j(1 + rt−j), W0 is the initial portfolio wealth in dollars, with

α < 0.5 being the probability (confidence) level and Wt denoting portfolio value at
time t. This is a nonlinear optimization problem with linear constraints which can be
solved by standard methods.

If SP (wt), KP (wt) are zero, then this problem is equivalent to Markowitz alloca-
tion. Indeed, then qα(wt) = zα and so the CF-VaR optimization is analogous to the
initial risk-return case, up to a multiplicative constant. As argued by McFall Lamm
(2003), portfolio allocation based on the CF-VaR optimization produces lower kurtosis
of the distribution of chosen portfolios’ returns and a positive skew which is logical
and reflects the fact that such portfolios tend to reduce downside risk making extreme
losses unlikely.

2.1.3 Time-Varying Covariance Structure

Financial time series exhibit volatility clustering and leverage effects. Time-varying
structure in volatility comes from autoregressive dynamics in squared returns. Esti-
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2 Portfolio Management and Hedge Funds

mation results for the sample ACFs of the squared hedge funds’ returns in Figure 1
imply persistence in the variance of returns’ series. A further check on conditional
heteroscedasticity via the ARCH test by Engle (1982) leads to the same conclusion.
This test uses the alternative hypothesis that in:

e2
t = α0 +

p∑
k=1

αke
2
t−k + ut, ut ∼ N(0, σ2), i.i.d. (4)

at least one αk with k = 1, . . . , p is different from zero. The results for the same
hedge funds returns’ series are reported in Table 4. We conclude that ARCH effects
are present for the indicated hedge funds’ indices.
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Figure 1: Sample ACFs of the squared returns for selected hedge fund indices

Table 4: Test for ARCH effects in selected hedge funds’ returns residuals
Hedge Fund Name Test Results

Test Stat. P-value
North America Arbitrage 33.66 0.00
Latin American Arbitrage 6.73 0.03
Latin American Onshore Arbitrage 9.53 0.01
Global Distressed Debt FoF 60.06 0.00
The significance level for the test is 0.05; H0: no ARCH effect
p = 2 lags assumed

One needs to account for the time-varying structure of volatility as well as for cor-
relation shifts in returns’ covariance Σ = Σt. There have been many models proposed
to deal with the issue of multivariate volatility. The simplest one is the Exponentially
Weighted Moving Average estimator which emphasizes that recent mean-zero returns
r1, . . . , rt−1 are more relevant than earlier ones, see Tsay (2005).
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2 Portfolio Management and Hedge Funds

Another simple volatility model is the "orthogonal GARCH" or principal component
GARCH method, described, for instance, by Alexander (2001). This method imposes
a univariate GARCH structure on the first principal components of a system of risk
sources (returns). The orthogonal GARCH is built on a "factor" model for returns
where it is assumed that the zero-mean returns matrix Yt ∈ Rn×p is generated by k
factors Ft ∈ Rn×k with k < p.

A class of models generalizes univariate volatility models to the multivariate case.
The VEC model parameterizes the vector of all covariances and variances generalizing
the univariate GARCH model for Σt; without further restrictions, this model will not
guarantee positive definiteness of the predicted covariance matrix. A further extension,
the BEKK model, Engle and Kroner (1995), imposes additional restrictions such that
Σt is almost certainly positive definite, see Tsay (2005).

A more feasible model was proposed by Engle (2002) which separately estimates a
series of univariate GARCH models and the correlation estimate, the so-called dynamic
correlation model (DCC). This model has computational advantages over multivariate
GARCH models in that the number of parameters to be estimated is independent of
the number of correlated series. Some of these models are later applied to model the
portfolio volatility structure in the TEDAS strategy.

2.2 High Dimensionality and TEDAS Strategy

According to the recent estimates by Preqin research and consultancy firm for 2013,
there are currently over 5,200 fund management groups worldwide as of 2013 managing
investment products in the hedge fund sector. They manage a combined 2.30 trillion
USD globally. Therefore investors who intend to include hedge funds as assets into their
portfolios, face a problem of high dimensionality of the universe of possible candidates.
Therefore a technique to estimate parameters in a framework with a large number of
inputs is needed. The problem of multicollinearity in a linear regression model causes
coefficients to be poorly determined, imprecise and to exhibit high variance. Imposing
size constraints on the coefficients alleviates the problem.

Penalized regression techniques exclude irrelevant covariates, making the model
parsimonious and reducing its prediction error. The Lasso (LASSO - Least Absolute
Shrinkage and Selection Operator) or L1 penalized regression, discussed below in more
detail, selects one variable from a group of highly correlated variables and ignores
the others. Therefore it enables to estimate coefficients of a high-dimensional design
matrix, where the number of covariates p may be much larger than the number of
observations n.

On the other hand, the idea to hedge tail events motivates the use of some bench-
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2 Portfolio Management and Hedge Funds

mark asset’s conditional quantiles given the matrix of covariates. As we are primarily
interested in the opposite quantile dependence in the high-dimensional setup, one uses
the negative-signed Lasso-penalized quantile regression estimates to assess the relation-
ship between the benchmark (core) asset (stock index) returns and satellite (hedging)
securities (hedge funds’ returns) across the conditional quantiles. This allows to do
asset allocation more precisely and hedge core asset tail events, when the downside
risk is especially high. Taking S&P 500 as the core asset and hedge funds as hedging
satellites leads to the TEDAS - Tail Event Driven ASset allocation strategy, which
is a flexible tool adjusting the traditional allocation approach for non-normality and
utilizing the conditional quantile estimator for high-dimensional data.

2.3 Lasso Quantile Regression Estimator

2.3.1 Basic Setup

The Lasso estimator, see Tibshirani (1996), was first proposed for a linear model in
the least-squares framework. It is used to avoid model overfitting by imposing the L1-
penalty on the coefficients and shrinking them to zero. Quantile regression estimation
provides conditional quantile functions which describe the relation between response
and regressors for some quantile level τ ∈ (0, 1): consider a random sample from some
distribution {(Xi, Yi); i = 1, ..., n}, Xi ∈ Rp, Yi ∈ R. Given the piecewise linear loss
function

ρτ (u) = |u|{τ − I(u < 0)}, (5)
the quantile regression estimator is the solution to the convex optimization problem

β̂τ = arg min
β∈Rp

n∑
i=1

ρτ (Yi −X>i β); (6)

the conditional quantile function qτ (x) is given by:

qτ (x) def= F−1
y|x(τ) = x>β(τ) = arg min

β∈Rp
EY |X=xρτ{Y −Xβ}, (7)

The L1-penalized quantile regression (LQR) estimator is then constructed as fol-
lows:

β̂τ,λ = arg min
β∈Rp

f(β)

subject to g(β) ≥ 0
(8)
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where

f(β) =
n∑
i=1

ρτ (Yi −X>i β)

g(β) = t− ‖β‖1,

and t is the size constraint on ‖β‖1. In unrestricted form, LQR (8) is equivalent to:

β̂τ,λ = arg min
β∈Rp

n∑
i=1

ρτ (Yi −X>i β) + λ‖β‖1. (9)

As first noted by Barrodale and Roberts (1974) and later by Koenker and Bassett
(1978), (6) is equivalent to a linear program which is also the case for the LQR.
There is a correspondence between λ and t which depends on the data X, Y and
can be illustrated by the duality of (8), see Osborne et al. (2000). The choice of the
regularization parameter λ or, equivalently, the coefficients’ constraint t, is crucial for
the Lasso estimator. It controls the level of penalization and the resulting shrinkage.
The methods to select λ optimally, such as cross-validation, generalized cross-validation
or information criteria are discussed, for instance, in Tibshirani (1996) or Efron and
Tibshirani (1993).

In the context of the LQR, it is especially relevant to consider the case of high-
dimensional sparse models where the overall number of regressors p is very large,
possibly much larger than the sample size n, but the number of significant regressors
for each conditional quantile of interest is at most q, which is smaller than the sample
size, that is, q = O(n). A number of general regularity conditions needed for the
derivation of the Lasso-penalized quantile regression estimator are usually introduced,
as in Belloni and Chernozhukov (2011); similar ones are used in the setup for the
Adaptive Lasso quantile regression further below.

2.3.2 Adaptive Lasso Quantile Regression

Adaptive L1 (Lasso)-penalized quantile regression (ALQR) can simultaneously se-
lect the true model and provide a robust estimator possessing oracle properties, see
appendix. The model uses the re-weighted penalty, where the weights ŵ can be ob-
tained from any root-n-consistent LQR estimator, as, for instance, from Belloni and
Chernozhukov (2011). In general, the ALQR estimator is obtained as

β̂adapt
λn

= arg min
β∈Rp

n∑
i=1

ρτ (Yi −X>i β) + λn‖ŵ>β‖1 (10)

It is essential to determine the regularization parameter λn so that the resulting
estimator retains "good" properties such as asymptotic normality or variable selection
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consistency, see appendix. Traditional procedures to determine λn, such as K-fold
cross-validation, generalized cross-validation and BIC have several drawbacks. As p is
increasing with the growth of the sample size, the number of potential models goes to
infinity very quickly. There is no guarantee that, for instance, K-fold cross-validation
provides a choice of λn with a proper rate. Zheng et al. (2013) suggest using a data-
driven procedure to select the penalty level. The standard regularity conditions, as in
Belloni and Chernozhukov (2011), are assumed to hold in this setup. For details, we
refer to the appendix. A suitable choice for λn is

λn = O
{√

q log(n ∨ p)(log n)ν/2
}

(11)

for some ν > 0. The cardinality q of the non-zero coefficient set can be approximated
by ‖β̂init‖0, where β̂init is given by a consistent LQR estimator.

According to Section 1 of this study, it is necessary to estimate only those ALQR
coefficients, which are non-zero and negative, which corresponds to the assets (hedge
funds) oppositely related to the core asset in the sign (S&P 500) at different quantiles,
when the dimensionality of the hedge funds’ returns matrix X is high with p > n. This
requirement amounts to adding one more constraint in the linear program formulation,
see appendix.

3 Simulation Study and Data Analysis

3.1 Monte-Carlo Simulation

In the following simulation study, the LQR and the ALQR estimates are numerically
compared. Model selection is performed with the Bayesian (Schwarz) Information
Criterion (BIC), see Li and Zhu (2008). The BIC criterion under the piecewise linear
loss function ρτ , as in (5), can be formulated as

BICλn,τ
def= log

{
n−1 ·

n∑
i=1

ρτ (Yi −X>i β̂τ )
}

+ log(n)
2n · d̂f(λn) (12)

where d̂f(λn) def= ‖β̂‖0 = q̂. The linear model design is generated with β = (−5,−5,−5,
−5,−5,−5, 0, ..., 0), Xi ∼ N(0,Σ), i = 1, . . . , n. The regressors are correlated with
Σjk = 0.5|j−k|, j, k = 1, . . . , p, n = 50, p = 300; εi are independent, εi ∼ N(0, σ2).
Three levels of noise are considered: σ = 0.1, 0.5, 1. In the ALQR case, for β̂init

τ,λn

the LQR estimator is used, where λn is chosen according to the BIC criterion given
above. The weights for the adaptive setup are constructed according to the rule wj =
min(1/|β̂init

j |,
√
n), which allows to select significant covariates in a more "adaptive" way
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(so 0 is not an absorbing status anymore), see Zheng et al. (2013). The regularization
parameter λn is selected consistently with (11):

λn = 0.25
√
‖β̂init‖0 log(n ∨ p)(log n)0.1/2.

The number of simulation replications is set to 100.

The accuracy of the model selection is assessed according to a number of criteria:

1. Standardized L2-norm

Dev def= ‖β − β̂‖2

‖β‖2

2. Sign consistency

Acc def=
p∑
j=1
| sign(βj)− sign(β̂j)|

3. Least angle

Angle def= < β, β̂ >

‖β‖2 · ‖β̂‖2

4. Estimate of true model dimension:

Est def= q̂

5. Empirical risk

Risk def=
√√√√n−1

n∑
i=1

[
X>i (β − β̂)

]2

The results of the simulation analysis under three levels of noise and three quantile
indices τ = 0.1, τ = 0.5 and τ = 0.9 are shown in Table 5. The ALQR method
almost never over-estimates, while the LQR always does. Moreover, all the remaining
accuracy criteria results confirm that the adaptive technique significantly improves the
performance of quantile regression in model selection and estimation, compared with
the LQR.

3.2 Data Description for Empirical Analysis

The empirical analysis aims at building an asset allocation strategy which utilizes
the ALQR technique in hedging tail events. The selected coefficients capture opposite
causal relations between the benchmark (the stock index S&P 500) and the hedging
assets (hedge funds) at different quantiles. The input data for the empirical analysis
have the following characteristics:
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Table 5: Criteria Results under Different Models and Quantiles
Accuracy Crit. Noise Levels and Quantile Indices

and Model σ=0.1 σ=0.5 σ=1
τ=0.1 τ=0.9 τ=0.1 τ=0.9 τ=0.1 τ=0.9

Dev ALQR 0.55(0.29) 0.60(0.27) 0.65(0.25) 0.55(0.28) 0.60(0.28) 0.57(0.27)
LQR 0.59(0.27) 0.63(0.25) 0.68(0.20) 0.60(0.22) 0.66(0.20) 0.63(0.21)

Acc ALQR 3.47(2.41) 3.78(2.47) 4.10(2.57) 3.15(2.25) 3.76(2.63) 3.38(2.49)
LQR 9.29(2.08) 10.03(2.47) 9.86(2.65) 9.47(2.68) 9.68(2.77) 9.65(2.62)

Angle ALQR 0.55(0.47) 0.63(0.47) 0.75(0.62) 0.53(0.46) 0.67(0.61) 0.57(0.48)
LQR 0.78(0.60) 0.89(0.61) 0.95(0.70) 0.73(0.51) 0.92(0.76) 0.80(0.56)

Est ALQR 5.85(1.10) 5.92(1.36) 5.82(1.29) 5.83(1.01) 5.80(1.30) 5.88(1.12)
LQR 12.33(1.83) 12.77(2.10) 12.48(1.88) 12.87(2.17) 12.44(1.93) 12.79(1.98)

Risk ALQR 5.64(3.40) 6.35(3.40) 6.89(3.46) 5.56(3.22) 6.45(3.68) 5.96(3.43)
LQR 6.90(3.49) 7.62(3.39) 7.91(2.99) 7.02(2.91) 7.88(3.10) 7.47(2.99)

Model notation: ALQR - Adaptive Lasso quantile regression; LQR - simple Lasso quantile regression
Standard deviations are given in brackets
Number of replications is 100

• 166 observations on monthly log-returns’ series of 164 Eurekahedge hedge funds’
indices in the period of 31.01.2000 - 31.10.2013 (source: Bloomberg);

• 166 observations on monthly log-returns of S&P 500 in the period of 31.01.2000
- 31.10.2013.

The data may show multicollinearity of the predictor matrix, but also in this case
the Lasso results can be interpreted. The coefficient estimates are still unbiased, see
Zou (2006).

3.3 TEDAS - Tail Event Driven ASset Allocation Strategy

The TEDAS strategy demonstrates how to select hedge funds which are oppositely
related to S&P 500 in the lower tail and at higher quantiles, at which the index still
has negative returns. Assuming for convenience that the median return of the hedged
asset is positive, it is necessary to deal with the quantiles lower than the median. Here
the ALQR is useful as it simultaneously addresses the problem of high dimensionality
(excluding highly correlated covariates), provides consistent estimates of coefficients
and measures causal tail relations between covariates (X, hedge funds’ log-returns)
and the response (Y , S&P 500 log-returns).

Given that several hedging assets have been chosen, the question of optimal portfo-
lio composition arises. As was demonstrated, hedge fund strategies exhibit asymmetric
return patterns characterized by negative skew and excess kurtosis. The traditional
Markowitz risk-return analysis does not address these facts and the idea of tail risk
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minimization is a natural alternative here. Together with the CF adjustment it makes
the allocation more tractable in the case of non-normality.

The TEDAS strategy works as follows. Let l be the width of a moving window,
l = 80, the set of quantile indices τ1,2,3,4,5 = (0.05, 0.15, 0.25, 0.35, 0.50). Fn(x), x is
in the domain of Xi, is defined to be the empirical distribution function of S&P 500
log-returns. q̂τ def= F−1

n (τ) is the empirical quantile function of S&P 500 log-returns.
The estimated negative coefficients of the ALQR are denoted as β̂τ,λn . Assuming a
wealth W0 = 1 in the beginning of the investment period, at each time moment t;
t = l, . . . , n

1. determine the S&P 500 return rt (assumed to be known, e.g., by means of a
forecast)

2. choose τj,t, j = 1, . . . , 5 corresponding to the right-hand side q̂τj,t in one of the
conditions which holds simultaneously: rt ≤ q̂τ1,t , q̂τ1,t < rt ≤ q̂τ2,t , q̂τ2,t < rt ≤
q̂τ3,t , q̂τ3,t < rt ≤ q̂τ4,t , q̂τ4,t < rt ≤ q̂τ5,t

3. solve the ALQR problem for β̂τj,t,λn on the moving window using the observations
X ∈ Rt−l+1,...,t×p, Y ∈ Rt−l+1,...,t, buy the hedge funds with β̂τj,t,λn 6= 0 taken with
optimal weights (liquidating previous portfolio)

4. if none of the inequalities from Step 2 holds, invest into the benchmark asset
(S&P 500) at rt (liquidating previous portfolio).

This strategy is referred to as TEDAS Strategy 1. It is assumed that the optimal
weights in the Step 3 are chosen as the solution of the CF-VaR optimization problem
(3). The VaR confidence level α is set to 1% and the target portfolio return rT is set to
be the 70%-quantile of the mean return vector at each step. The covariance matrix of
the asset returns is estimated on the recursive window from the dynamic conditional
correlation model. The GARCH process for individual assets is for simplicity assumed
to be GARCH (1,1) model with mean equation specified as ARMA (1,1). Higher-order
moments used for the estimation of co-skewness and co-kurtosis tensors, are assumed
to be constant in time.

Three alternative strategies are considered for comparison: Strategy 2 is the base
case "buy-and-hold" strategy for the S&P 500 when the portfolio solely consists of the
S&P 500 index and is held without rebalancing until the end of the investment period.
Strategy 3 is based on the ALQR as before, but "naive" diversification is applied to
the assets (the same hedge funds with non-zero coefficients): every asset receives an
equal portfolio weight. Strategy 4 assumes investing into S&P 500 whenever rt > q̂τ5,t

and doing asset allocation on the same set of hedge funds with a simple unadjusted
variance-covariance VaR as the objective function and time-varying covariance struc-
ture modeled by the Orthogonal GARCH model, as outlined above. The threshold
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level of the proportion of total variation explained by the first k principal components
used to select the number of the first k most important factors is set to 95%. The
comparison of the three strategies’ cumulative returns is given Figure 2.
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Figure 2: Strategies’ cumulative returns’ comparison: Strategy 1 (in red), Strategy 2
(in blue), Strategy 3 (in green), Strategy 4 (in magenta)

As is seen, Strategy 1 performs best in terms of cumulative return after 87 periods
of moving-window estimation (cumulative return 785.7%): the "naive" Strategy 3, still
based on the ALQR approach, yields 717.0%. Both of these two strategies outperform
Strategies 2 (23.6%) and 4 (310.4%) based on portfolio allocation without ALQR. Even
if one incorporates the adjustment for the three biases traditionally occurring if one
uses hedge fund indices instead of hedge funds ("survivorship", "selection", and "instant
history" biases, see Fung and Hsieh (2002)), the performance of strategies 1 and 3 is
still better than the base case.

The investors are interested in the "risk-adjusted" return and want to know whether
the return was achieved through better allocation and not by simply trading higher
expected returns for higher uncertainty. It is therefore necessary to compare the pre-
sented strategies in terms of risk to assess the risk-adjusted returns. Risk in this case
is measured as the value of the objective function (CF-VaR) at the optimal solution w
(for Strategies 1 and 4), as CF-VaR of the portfolio with equal weights for the "naive"
Strategy 3 and of the position in S&P 500 only for the "buy-and-hold" Strategy 2.
It should be noted that the simple variance-covariance VaR tends to underestimate
portfolio risk and the real risk will, most likely, be larger. The comparison of risks for
the 4 strategies is shown in Figure 3.

The upper picture gives the VaR in dollar terms, while the lower one - in relative
terms (% of portfolio value). It is not possible to decide which strategy is "better" with-
out an expected utility analysis. Consider an investor with the logarithmic Bernoulli
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Figure 3: Absolute (upper) and relative (lower) VaR for Strategies: 1 (in red), 2 (in
blue), 3 (in green), 4(in magenta)

utility function u(x) = log(x). Expanding the utility function in a Taylor series around
the end of period expected wealth W def= W0 ·w>(1 + r) up to the 4th order and taking
expectations yields von Neumann-Morgenstern expected utility:

E{u(Wt)} = E{u(Y )} ' u(m1) + u′(m1) E(Y −m1) + 1
2u
′′(m1) E{(Y −m1)2}

+ 1
3!u

(3)(m1) E{(Y −m1)3}+ 1
4!u

(4)(m1) E{(Y −m1)4}

= u(W ) + u′(W ) E(Wt −W ) + 1
2u
′′(W ) E{(Wt −W )2}

+ 1
3!u

(3)(W ) E{(Wt −W
3}+ 1

4!u
(4)(W ) E{(Wt −W )4}

' log(W )− 1
2W 2σ

2
P + 1

3!W 3SP −
1

4!W 4KP

This representation extends the Markowitz quadratic utility assumption and de-
scribes the preferences of a risk-averse investor influenced by the first four moments.
Figure 4 demonstrates that the TEDAS Strategy 1 is indeed the best in terms of
expected utility.

The algorithm in Strategy 1 rebalances the portfolio to hedge the benchmark asset
36 times out of 87 moving-window estimation periods. The histograms of the selected
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Figure 4: Comparison of expected utilities for 4 strategies: Strategy 1 (in red), Strategy
2 (in blue), Strategy 3 (in green), Strategy 4 (in magenta)

Table 6: The selected hedge funds for τ = 0.05
Top 9 influential hedge funds Frequency

Emerging Markets Arbitrage Hedge Fund Index 36
Emerging Markets CTA/Managed Futures Hedge Fund Index 36
CTA/Managed Futures Hedge Fund Index 34
Asia inc. Japan Macro Hedge Fund Index 26
Europe CTA Managed Futures Hedge Fund Index 20
Asia CTA Hedge Fund Index 13
Asia Convertible Arbitrage Hedge Fund Index 7
Europe Relative Value Hedge Fund Index 7
Europe Arbitrage Hedge Fund Index 5

variables’ number q̂ are shown in Figure 5. Frequencies for the hedge funds with non-
zero coefficients selected once or more times are given in Figure 6. The names of hedge
funds with significant (non-zero) negative coefficients, chosen most frequently in the
36 rebalancing attempts are shown in Table 6 for τ = 0.05. Arbitrage and directional
(macro and managed futures) seem to be the best candidates for tail hedging. This is
rather intuitive, because these strategies trade essentially in non-equity related spreads.
The phenomenon that the selected hedge funds are primarily oriented on the world
region of Americas, may be induced by the fact that the benchmark index in this
case is the S&P 500 and the directional strategies usually especially closely monitor
the dynamics of market directions which is inevitably reflected in the behaviour S&P
500 as the most important indicator of the American market. The choice of emerging
markets and arbitrage strategies may be motivated by the similar directionality of their
bets and their global view on market dynamics as well as inter-market relationships
and possible arbitrage opportunities.

The empirical analysis demonstrates that the TEDAS Strategy 1 shows superior
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Figure 5: Frequency of the number of selected variables for 4 different τ
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Figure 6: Frequency of selected hedge funds for 4 different τ

performance among other strategies, since it allows to address the problem of high
dimensionality of the assets’ returns matrices in portfolio allocation problems and
makes it possible to hedge portfolio returns at different quantile levels. It also accounts
for the non-normality of the portfolio returns’ distribution as well as for time-varying
structure of volatility and gives better performance in terms of risk-adjusted return,
providing higher expected utility.

4 Conclusion

This study represents an innovative attempt to analyze the performance of an asset
allocation strategy based on the TEDAS approach applied to the universe of hedge

21



5 Appendix

funds. TEDAS incorporates "least absolute shrinkage and selection" which does vari-
able selection and shrinks noise coefficients to zero and simultaneously discloses causal
relationships between tail events of the benchmark asset and the covariate hedge funds
returns in the high-dimensional framework. TEDAS selects portfolio weights through
the minimization of the portfolio objective risk function modeled as the variance-
covariance Value-at-Risk adjusted for higher portfolio return distribution moments
such as skewness and kurtosis via the CF expansion; the variance-covariance return
structure is allowed to be time-varying and is modeled with the dynamic conditional
correlation approach to capture the effect of possible asymmetric volatility clustering.

The results prove the superior risk-return and expected utility profile of TEDAS
compared to the base case S&P 500 "buy-and-hold", "naive" diversification strategies
and a strategy using the so-called "orthogonal GARCH" and the simple Value-at-Risk
objective portfolio risk function applied to the original universe of hedge funds without
prior dimension reduction through Lasso and quantile regression estimation. These
findings indicate the potential advantage of quantitative finance methods based on the
ALQR. They also imply that hedge funds can be viable alternatives to conventional
assets as a defensive vehicle as equity prices decline and an efficient tool for portfolio
diversification and tail events hedging. It is revealed that arbitrage and directional
strategies provide the best opportunities.

The ALQR technique allows estimation in the case of growing dimensions and high
dimensionality, when, for the n × p returns’ matrix X it is the case that p > n. This
is convenient for the choice from a large universe of assets. The true dimensionality
of the model occurs to be much smaller than the original model and the possibility
to estimate this dimensionality is an obvious advantage of the adaptive method which
uses an adaptively weighted penalty. The superior performance of the ALQR algorithm
is confirmed by several accuracy measures in a Monte-Carlo experiment.

In general, the quantile regression framework with Lasso shrinkage applied to an
asset selection problem such as hedging/trading along with a suitable choice of the
objective portfolio risk function provides a convenient tool for risk measurement and
modelling.

5 Appendix

5.1 Regularity conditions for Lasso quantile regression

A "restricted set" needs to be defined for one of the following conditions: define
T τ (δ,m) ⊂ {1, . . . , p}\Tτ as the support of the m largest in absolute value compo-
nents of the vector δ outside of Tτ def= support(βτ ) and T τ (δ,m) is the empty set if
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m = 0. Then, for some c0 ≥ 0 and each τ ∈ T the restricted set is defined as

Aτ
def= {δ ∈ Rp : ‖δTCτ ‖1 ≤ c0‖δTτ‖1, ‖δTCτ ‖0 ≤ n}

. The regularity conditions are then stated as follows:

D.1. Sampling and Smoothness. The data (Yi, X>i )> ∈ R1+p, i = 1, . . . , n are an i.i.d.
sequence of vectors, Xi1 = 1, n ∧ p ≥ 3. For each x in the support of Xi and
∀y ∈ R, the conditional density fYi|Xi(y|x) is continuously differentiable in y;
fYi|Xi(y|x) and ∂

∂y
fYi|Xi(y|x) are bounded in absolute value by constants f and

f ′ , uniformly in y and x. Also, the conditional density of Yi evaluated at the
conditional quantile X>i βτ is bounded away from zero uniformly for any x in the
support of Xi, that is, fYi|Xi(x>βτ |x) > f > 0.

D.2. Sparsity and Smoothness of the τ th Conditional Quantile Function F−1
y|x(τ |x) :

τ → βτ . Let T be a compact subset of (0,1). The coefficients βτ are sparse (have
multiple zero elements) and smooth with respect to τ ∈ T :

sup
τ∈T
‖βτ‖0 ≤ q and ‖βτ − βτ ′‖ ≤ L|τ − τ ′ |, ∀τ, τ ′ ∈ T

where q ≥ 1 and logL ≤ CL log(p ∨ n) for some constant CL.

D.3. Well-Behaved Covariates. Covariates are normalized such that σ2
j = E(X2

ij) = 1
for all j = 1, . . . , p and σ̂2

j = (1/n)∑n
i=1 X

2
ij obeys

P( max
1≤j≤p

|σ̂j − 1| ≤ 0.5) ≥ 1− γ → 1 as n→∞,

for some probability level 1− γ.

D.4. Restricted Identifiability and Nonlinearity. For some constantsm ≥ 0 and c0 ≥ 9,
the matrix E(XiX

>
i ) satisfies the "restricted eigenvalue" condition

κ2
m

def= inf
τ∈T

inf
δ∈Aτ ,δ 6=0

δ> E(XiX
>
i )δ

‖δTτ∪T τ (δ,m)‖2 > 0 (13)

and log(fκ2
0) ≤ Cf log(n ∨ p) for some constant Cf . Moreover, the "restricted

non-linear impact coefficient η" is defined to be as

η
def=

3f 3/2

8f ′ inf
τ∈T

inf
δ∈Aτ ,δ 6=0

E[|X>i δ|2]3/2

E[|X>i δ|3] > 0 (14)

Condition D.1 is a smoothness assumption on the conditional density of Y given X;
it does not impose normality or homoscedasticity assumptions. Also the assumption
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5 Appendix

that the conditional density is bounded from below at the conditional quantile is stan-
dard. Condition D.2 imposes sparsity and smoothness on the behavior of the quantile
regression coefficients βτ as the quantile index τ is varied. The third condition, D.3,
requires that σ̂j does not deviate strongly from σj and normalizes σ2

j = 1. Condition
D.4 requires that there exists a constant Cf , such that κ2

0 ≤ Cf , which together with
the fact that κ2

m is non-increasing in m, entails that the smallest eigenvalue of the
covariance matrix Σq

def= E(X1
iX

1
i
>) is finite and bounded away from 0. Here X1 is

defined from the following representation:

Y = Xβ + ε = X1β1 +X2β2 + ε (15)

where X = (X1, X2), X1 ∈ Rn×q, X2 ∈ Rn×(p−q); β1 ∈ Rq are true nonzero coefficients,
β2 ∈ Rp−q = 0 are noise coefficients and q = ‖β‖0 is the cardinality of the true β, or
the number of non-zero coefficients. The "restricted non-linear impact coefficient" η
from D.4, as noted in Belloni and Chernozhukov (2011), p. 7, controls the quality of
minoration of the quantile regression objective function by a quadratic function over
the restricted set.

Under the conditions D.1-D.4 asymptotic results are obtained in Belloni and Cher-
nozhukov (2011) for the linear setup, which is as before, in particular, X = (1, Z)>,
Zi ∼ N(0,Σ), where Z = (X2, . . . , Xn)> (the covariates’ matrix without constant).
The normality of errors can be easily relaxed by allowing for the disturbance ε to have
a smooth density that obeys the conditions stated in D.1. The sparsity and variable
selection consistency conditions are satisfied and the L1-penalized quantile regression
estimator is consistent at the near-oracle rate. It can be seen, however, that the penalty
for each variable in (10) is of the same order, λn/n, and hence not quite adaptive in
the sense that it surely does not overpenalize significant variables. A further attempt
to improve the estimator is the ALQR method which requires additional regularity
assumptions:

D.5. Growth Rate of Covariates. The growth rate of significant variables and all
variables allowed is assumed to satisfy

q3{log(n ∨ p)}2+ν

n
→ 0, for some ν > 0.

D.6. Moments of Covariates. Covariates satisfy the Cramér condition

E[|Xij|k] ≤ 0.5CmMk−2k!

for some constants Cm, M , ∀k ≥ 2, j = 1, ..., p.

D.7. Well-Separated Regression Coefficients. It is assumed that ∃b0 > 0, such that
∀j ≤ q, |β̂j| > b0.
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5 Appendix

Condition D.5 limits the size of significant variables to be less than n1/3 which is
sufficient to obtain the consistency and asymptotic normality under the full model
and discontinuous score function of ρτ (·). Condition D.6 is necessary to establish the
sparsity property of the Adaptive L1 quantile estimator through Bernstein’s inequality.
Condition D.7 is essential for establishing the oracle consistency property and also
assumes that the parameter values of the true model are uniformly bounded away
from 0.

Assuming that the regularity conditions D.1, D.4-D.7 are satisfied and that λn
satisfies

λnq/
√
n→ 0 and λn/{

√
q log(n ∨ p)} → ∞, (16)

the ALQR estimator satisfies the following oracle properties, as in Zheng et al. (2013):

1. Variable selection consistency:

P(β2 = 0) ≥ 1− 6 exp
{
− log(n ∨ p)

4

}
.

2. Estimation consistency:
‖β − β̂‖ = Op

(√
q

n

)
.

3. Asymptotic normality: let u2
q

def= α>Σqα, ∀α ∈ Rq, such that ‖α‖ <∞, then

n1/2u−1
q α>(β1 − β̂1) L→ N

{
0, (1− τ)τ

f 2(γ∗)

}
where γ∗ is the τth quantile and f is the pdf of ε.

5.2 Non-positive Lasso quantile regression optimization prob-
lem

The Lasso-penalized QR problem with an additional non-positivity constraint takes
the following form:

minimize
(ξ,ζ,η,β̃)∈R2n

+ ×R2p
τ1>n ξ + (1− τ)1>n ζ + λ1>n η

subject to ξ − ζ = Y +Xβ̃,

ξ ≥ 0,
ζ ≥ 0,
η ≥ β̃,

η ≥ −β̃,

β̃ ≥ 0, β̃
def= −β

(17)
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with "slack" variables ξ, ζ and η.

Transformed into matrix form, this problem can be equivalently re-written as

minimize c>x

subject to Ax = b, Bx ≤ 0,
li ≤ xi ≤ ui, i ∈ I
0 ≤ xi, i ∈ J

where I, J are disjoint index sets such that I ∪ J = {1, 2, . . . , n}, I ∩ J = ∅,
A =

(
In −In 0 X

)
, b = Y , x =

(
ξ ζ η β

)>
, and

c =


τ1n

(1− τ)1n
λ1p
01p

 , B =


−Ep×n 0 0 0

0 −Ep×n 0 0
0 0 −Ip Ip
0 0 −Ip −Ip
0 0 0 Ip



where Ip is p× p identity matrix; Ep×n =
(
In
0

)
. Denote the dimension of matrix A

as m× ñ. Without loss of generality, as noted by Zhang (1998), it is also assumed that
for some positive integer nu ≤ ñ

I = {1, 2, . . . , nu}, J = {nu + 1, nu + 2, . . . , ñ}.

A suitable algorithm to compute the solution is an efficient large-scale primal-
dual infeasible-interior-point algorithm using the Newton method as solver, outlined
in Zhang (1998).
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